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Abstract— Psychological and physiological status has a big impact on the driver‟s behavior. It affects the driver‟s 
visual scanning behavior which helps drivers maintain visual attention. This paper proposes a system for 
detecting the abnormal driving behavior from the sequential pattern of the driver‟s peripheral visual scanning. 
The system continuously monitors the driver‟s activities through an in-vehicle camera to measure the driver‟s 
visual distraction. Feature descriptors of both the transition and rotation vectors of the driver‟s head pose and eye 
gaze are extracted and provided to a linear support vector machine (SVM) classifier to output one of six driver‟s 
common gaze zones. Then, a reservoir computing (RC) based on echo state networks (ESNs) is used for driver 
behavior classification from the sequence of the driver‟s gaze zones. The system is implemented on NVIDIA 
Jetson Nano to execute the processing of all the data since it has a Maxwell graphics processing unit (GPU) with 
128 compute unified device architecture (CUDA) cores. The obtained results show that the driver‟s behavior can 
be classified to normal or abnormal based on his visual scanning activities with high accuracy. They also 
demonstrate the efficiency of both SVM and ESN in detecting the abnormal driver‟s behavior from a sequence of 
driver‟s gaze zones. Moreover, the results show that the proposed monitoring system is capable of detecting the 
driver‟s abnormal behavior with a detection accuracy of 98%, making it an appropriate candidate for successful 
deployment in both driver assistant systems (DAS) and driving safety support systems (DSSS).   
 
Keywords— Monitoring system; Behavior detection; Driver behavior; Classification; Support vector machine; 
Echo state network; Driver assistant system; Driving safety support system. 
    

1. INTRODUCTION 

Every year about 1 to 1.24 million people are killed and 20 to 50 millions are injured on 

roads‟ accidents across the world due to abnormal driving behaviors and poor road 

environments [1, 2]. Driving behavior is a notion, related to how the driver runs the car in 

the traffic scene and nearby environment [3]. Driver‟s visual scanning behavior is a smart 

practice to view the total traffic scene. Good behavior helps drivers to maintain attention and 

to be prepared for any dangers or traffic congestions. Driver‟s psychological and 

physiological circumstances affect driving behavior and could lead to driver‟s distraction 

due to driving for long-distance, drowsiness, fatigue or cluttered environments [4, 5].  

The expansion of road networks along with the increase of road accidents have led to a 

need for driver assistant systems (DAS) and driver safety support systems (DSSS) [5]. These 

systems are typically equipped with sensors and digital cameras and installed inside vehicles 

to support, monitor and alert drivers. Computer vision and artificial intelligence techniques 

can work with collected data of both road environment and driver behavior to ease driving 

and increase driver‟s safety [6].  

Driver‟s behavior in this context can be measured by different parameters. Head pose 

and gaze estimation of the driver are key parameters for predicting driver‟s behavior and 

thus, alerting him appropriately without distraction [7]. The gaze dynamics are correlated to 
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the driver‟s activities. Gaze dynamics are shrunk to a pattern of durations and frequencies 

based on driver‟s activities.  

2. BACKGROUND AND SIGNIFICANCE 

Driver‟s behavior is reviewed in this section based on gaze estimation and higher 

semantic. The pattern of the driver‟s gaze is studied in [8] through maneuvering in a freeway 

driving. The paper explored lane change for left and right as well as lane-keeping.  

A camera is installed inside the car to continuously monitor driver‟s activities and the 

driver‟s non-front-facing frames were identified from videos using the Viola-Jones algorithm 

[9]. Inattention is recognized by repeated having non-frontal face consequent frames. 

Horizontal mean intensity of the eye region is used to recognize drowsiness through 

monitoring eye status. The support vector machine (SVM) classifier was used in [10] to 

identify the driver gaze direction from the location and scales of face parts. 

A large labeled dataset is used in [11] to answer the question: can the head pose data 

without gaze data be used to predict the gaze region? Authors in [12] take a step towards the 

generalized system that is invariant to different subjects, perspective, and scale using 

convolutional neural network (CNN). Checking of the mirror is analyzed in [13] under 

different driving and maneuver conditions. Results showed that mirror checking can be 

considered as a good indicator in recognizing driver behavior. In [14], a near-infrared camera 

along with a deep learning gaze detection model is used without initial user calibration. The 

model was evaluated on their database and the open Columbia gaze dataset (CAVE-DB).  A 

system is proposed for gaze region detection in [15] without gaze calibration. The system 

combined head pose and multi-scale eye images. A framework that combines both head and 

eye information is proposed in [16] to estimate the gaze region in both day time and night 

time. 

A system for continuous driver gaze zone estimation in real-world driving conditions 

is proposed in [17]. It combines both multi-zone iterative closet points (ICP) based  head pose 

tracking and appearance-based gaze estimation. In [18], a monitoring system is proposed to 

study the correlation between the driver‟s pose direction and the road scene. 

This paper assumes a correlation between the driver abnormal behavior and the 

peripheral visual scanning sequential pattern. Computer vision and artificial intelligence are 

employed to understand driver attention. A fixed in-vehicle camera captures videos of the 

driver to track the driver‟s head pose and gaze. This work proposes a system to detect the 

abnormal driving behavior from the sequential pattern of the peripheral visual scanning. 

Feature descriptors of both the transition and rotation vector of the head pose and gaze are 

provided to a classifier to output one of the gaze zones. The sequence of gaze zones is 

supplied to the  echo state network (ESN) model to detect abnormal behavior. ESN is a 

recurrent neural network with a sparsely connected hidden layer (usually with connectivity 

of 1 %). The connectivity of the hidden neurons and their weights are fixed and allocated 

randomly. The weights of the output neurons can be learned so that the network can 

generate different temporal patterns or replicate them. 
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The main contributions of this paper are summarized as:  

 The classification of driver‟s gaze zones using linear SVM which classifies head pose 

and gaze vectors to one of the six common gaze regions.  

 The classification of driving behavior to normal/abnormal using ESN for gaze zone 

sequence. 

 Building the alert system rules. 
The rest of this paper is structured as follows: section 3 presents  a description of the 

system, employed to detect abnormal driving behavior. Section 4 presents results and 

discussion of the classification techniques and section 5 closes with conclusions. 

3. SYSTEM DESCRIPTION 

The proposed monitoring system detects the abnormal driving behavior from the 

sequential pattern of the driver‟s peripheral visual scanning. It works in five main stages:     

a) video capturing of the driver; b) estimation of the driver‟s head pose; c) estimation of the 

driver‟s pupil location; d) classification of the head pose and pupil location to one of the six 

common gaze zones (road, right mirror, left mirror, rear mirror, dashboard, and center 

console); and finally e) classification of the sequence of gaze zones to normal or abnormal 

driving behavior. The block cycle of the aforementioned five consequent stages of the system 

is shown in Fig. 1. 

 

 

Fig. 1. Block cycle of the five consequent stages for the driver‟s monitoring system. 

3.1. Video Capturing 

The video is captured by a Raspberry Pi camera module. The used module is interfaced 

with the NVIDIA Jetson Nano minicomputer board to execute and process the captured 

image frames since it has a Maxwell GPU with 128 CUDA cores. 
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3.2. Driver Head Pose Estimation  

The driver‟s head pose is the relative orientation and position of the driver‟s head to 

the camera. Head pose is represented by 6 parameters that are divided equally to three for 

translation and three for rotation. An in-vehicle fixed camera is directed toward the driver‟s 

face to be used for head pose estimation. The head pose has been estimated as follows: 

a) A face detector was implemented to detect the face of the driver. The detected face 

image is extended for step two.  

b) A trained deep learning model based on tensor flow was adopted for 68 facial 

landmark detection. 

c) Perspective-n-point (PNP) algorithms are used to calculate the head pose based on the 

facial landmark. 

d) Head pose data is filtered by a Kalman filter to smooth the data. 

3.3. Gaze Estimation 

Gaze estimation aims to find the location of the iris‟s center, which is the center of the 

black area inside the eye. The eye image is extracted using the eyes‟ enclosing landmarks.  

Iris is detected by applying a pixel intensity threshold after converting the eye image to 

grayscale. Then, the center coordinates are computed as the gaze estimation. 

3.4. Gaze Zone Classification 

The input of this stage is a feature descriptor of the transition and rotation vector of the 

head pose in addition to the location of the pupil. The feature descriptor is provided to SVM 

classifier to output one of the common six gaze zones which are road, right mirror, left 

mirror, rear mirror, dashboard and center console as depicted in Fig. 2. A linear SVM - with 

linear kernel function, automatic kernel scale, and a one-vs-one multiclass method- has been 

used. The model is cross-validated to prevent the overfitting of data.  

 

 
Fig. 2. Workflow of the driver‟s gaze zone classification. 

 

An SVM is a representation of the input data as space points, mapped in a way that 

enables distinguishing it - by as wide as possible simple distance – to different categories. 

SVM classify data by class labels given a set of examples by finding a hyperplane which 

separate the data point of each class. SVM choose the hyperplane that maximizes the 

distance between the hyperplane and the closest points in each feature space region which 

are called support vectors. So, the unique optimal hyperplane is the plane that maximize this 

distance. 
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3.5. Driver’s Abnormal Behavior Detection 

The driver‟s abnormal behavior detection is modeled as a sequence classification 

problem. The sequence of the gaze zones is supplied to ESN recurrent neural network model 

to detect abnormal behavior as shown in Fig. 3. The figure shows the schematic illustration 

of the proposed driver‟s behavior detection workflow including the sequence classification 

stage. ESN recurrent neural network is trained to classify the sequence of the gaze zones to 

either normal or abnormal classes. The training data set was generated by simulation. ESN is 

trained with 4000 sequences of normal and abnormal driving divided as 2000 sequences, 

each of length 200 samples, for each driving behavior. The performance of the ESN model 

has been evaluated with three different datasets. 

Input Reservoir Output

u[n] X[n] Y[n]
xWin Wx Wout

Input

Reservoir

Output

Win
Wx Wout

ESN

Sequence classification

Normal

Abnormal

Video capturing
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Gaze zone sequence

Face detection Landmark detection

Head pose estimation Pupil tracking

Feature descriptor SVM classifier

 
Fig. 3. Workflow of the driver‟s behavior classification. 

3.5.1. Gaze Zones Sequence Generation 

The sequence of the gaze zones is generated by simulation for both normal and 

abnormal driver‟s behavior. The assumptions of the probabilities for each gaze zone are 

demonstrated in Table 1. The probability of the road zone is the highest since the driver 

spends most of his time looking to the road. The probabilities for the dashboard and center 

console are the least. 

 
Table 1. The assumptions of the probabilities for each driver‟s gaze zone. 

Gaze  

zone 
Road 

Rear 

mirror 

Left  

mirror 

Right 

mirror 
Dashboard 

Center 

console 

Probability 0.6 0.1 0.1 0.1 0.05 0.05 

 

The only two differences between the normal and abnormal gaze zone sequences are: 

a) For normal driving: the time difference between two consequent road gaze zones is not 

greater than two seconds. 
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b) For normal driving: the time difference between two consequent same mirror checking 

is not greater than eight seconds. 

Sequences of length 200000 are generated for both normal and abnormal behavior. 

Then, these sequences are used to train the ESN recurrent neural network.  

3.5.2. Gaze Zones Sequence Classification 

Recurrent neural networks using echo state networks (ESNs, A.K.A reservoir 

computing) are used for the gaze zone sequence classification. ESN is a recurrent neural 

network with a loosely connected hidden layer, called a „reservoir‟. ESN works amazingly 

fine with the existence of random time series. ESN is used in research to speeds up the 

training process of the neural networks [19]. ESN is fast and takes minutes to train the 

network with a data set of 2000 sequences where each sequence has 200 samples. 

3.6. Alert System 

The system is capable of giving alerts to the drivers according to the rules, shown in 

Fig. 4, as follows: 

a) If the system detects abnormal driving behavior for some time. 

b) If the time difference between two inconsequent roads gaze zones is greater than two 

seconds. A glance of two seconds away from the road is enough to distract the driver's 

attention to unsafe conditions [20, 21]. 

c) If the time difference between two inconsequent rear view and side-view mirrors 

checking is greater than eight seconds [22]. 

 

 
Fig. 4. Alert system rules. 

4. RESULTS AND DISCUSSION 

In this section, both stages of the gaze zone classification and the driver behavior 

classification are described. The driver‟s behavior is classified into one of two classes, namely 

normal and abnormal. The proposed monitoring system has been tested on simulated 

training data. Both gaze zone classification and driver behavior classification models have 

been built on training data and tested on another set of data.  
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4.1. Gaze Zone Classification 

The classification was achieved based on the feature descriptor to provide and select an 

output among the common six gaze zones. Five different classifiers were evaluated based on 

the classification accuracy as in Table 2. These classifiers are Linear SVM, Coarse KNN, 

Gaussian Naive Bays, Linear Discriminant and Coarse Decision Tree. A linear SVM with 

linear kernel function, automatic kernel scale, and a one-vs-one multiclass method gave the 

best accuracy. It was trained for 15 s with 11377 of labeled data. The model was cross-

validated with five folds to protect the model from the overfitting of the data. The 

classification accuracy was 99.2% as in the confusion matrix in Fig. 5. It is clear that the 

confusion is in the dashboard gaze region, rear mirror region, center console region, and the 

road region since these regions are so closed to each other. 

 
Table 2. Classification accuracy for five different classifiers. 

Classifier name Classification accuracy [%] 

Linear SVM 99.2 

Coarse KNN 98.7 

Gaussian Naive Bays 97.3 

Linear Discriminant 95.0 

Coarse Decision Tree 67.7 
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Fig. 5. The confusion matrix of the linear SVM classifier. 

4.2. Driver Behavior Classification 

Two different performance metrics - represented in [23] - are used to evaluate the 

results of this investigation. The first is the accuracy (ACC) which is the most commonly 

used classification performance metric. It is the ratio between the correctly classified samples 

to the total number of the samples. ACC is defined as: 
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where TP is the true positive, TN is the true negative, FP is the false positive and FN is the 

false negative. 

The second performance metric is the error rate (ERR). It represents the misclassified 

numbers from both classes. It is the complement of the classification accuracy as 

demonstrated in Eq. (2); 

        
     

           
                                                                                                                                

The ESN model has been evaluated as shoen in Table 3. The classification ACC and the 

ERR are shown in the table for the training data and for two newly generated input data 

named as input 1 and input 2. The input training data set achieved 98.3% classification ACC, 

whereas the newly generated data achieved 98% and 98.25% classification ACC, respectively.  

ESN recurrent neural network is good enough to detect the abnormal driver behavior 

from the sequence of the driver‟s gaze zones. ESN classifier performance is described in  

Figs. 6-8. The confusion matrices show the number of true positive, true negative, false 

positive and the false negative. ESN model is tested on three different datasets. Each dataset 

has 4000 sequences. The first one is used for the training process and testing as well. The 

other two are generated just for testing. Firstly, ESN classified 1950 of the sequence as TP and 

classified 1981 as TN for the training data as in Fig. 6. Secondly, it also classified 1941 of the 

gaze zones sequences as TP and classified 1979 as TN for the newly first generated sequences 

(input 1) as in Fig. 7. Lastly, it classified 1949 of the input sequences as TP and classified 1981 

as TN for the newly second generated sequences (input 2) as in Fig. 8.  

 
              Table 3. Performance analysis of ESN classifier. 

Sequence 

(2000X200) 

ACC 

[%] 

ERR 

[%] 

Input (training) 0.983 0.017 

New input 1 0.980 0.02 

New input 2 0.9825 0.0175 
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Fig. 6. Confusion matrix of the ESN for training data classification.  
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Fig. 7. Confusion matrix of the ESN for input 1 data classification. 
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Fig. 8. Confusion matrix of the ESN for input 2 data classification. 

5. CONCLUSIONS 

In this work, we proposed a monitoring system of the driver‟s behavior using modern 

classification techniques. The proposed system was applied to data, obtained from an          

in-vehicle digital camera. It can be deployed in both DAS and DSSS to help, support and 

alert drivers on possible abnormal behavior situations during the driving task. Detection of 

the driver‟s abnormal behavior was achieved by analyzing the temporal gaze patterns of the 

driver. The proposed system consists of five consecutive stages where different detection 

and classification techniques were deployed in each one. 

The results of our experiments showed that the proposed method can expect driver‟s 

abnormal behavior with an accuracy of 98%. Both Linear SVM and ESN classifiers achieved 

excellent performance results in the gaze zone classification and sequence classification, 

respectively.  

Future work aims to design and build a suitable embedded advanced driver assistance 

system (ADAS) that can alert drivers when abnormal behavior is detected. Also, other 

metrics of driver‟s behavior can be addressed considering the mental concentration of the 

driver. Other features can also be added to evaluate the road environment around the 

vehicle. 
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